1. About Military Credit Fund (‘MCF’).
The Military Credit Fund was established in 2010 under the directives of His Majesty King Abdullah II, Chief Commander of the Jordanian Armed Forces, under paragraph (f) of Articles 17 and 20 of the Jordanian Armed Forces Law no 3 of 2007.

MCF is regulated by a special by-law issued by the Jordanian Government under No. 60 of the Year 2010. This by-law stipulates in article 3 that “A fund to be called the ‘Military Credit Fund’ shall be established in the Armed Forces, with legal persona, and financial and administrative independence, and as such may own transferrable and non-transferable funds, as well as to conduct all legal transactions necessary to achieve its goals. It shall be headquartered in Amman”.

This MCF initiative was established to serve Jordanians affiliated with the Jordanian Armed Forces and security agencies.

The Fund is a testament to the firm belief held by His Majesty that these public servants are entitled to financial security and dignified livelihood.

For more information and browsing the full legislation, visit the Legislation and Opinion Bureau at http://www.lob.jo/
Direct Link to the Bylaw:

http://www.lob.gov.jo/?v=1.6&url=ar/LegislationDetails?LegislationID:6515,LegislationType:3,isMod:false
MCF Vision
We strive to be the leading provider of banking services and financial products, based on the Islamic Banking principles that fulfill all the needs of members of the Jordanian Armed Forces and Security Agencies.  Contributing to actual and sustainable improvements in their financial standings.

MCF Mission

To offer comprehensive and specialized financial services, ensuring modern and innovative banking operations, to all members of the Jordanian Armed Forces and Security Agencies, allowing them to safely and securely realize their financial objectives. We are committed to the continued development of our products and services, and the ideal employment of our resources.

MCF Objectives

The Fund aims to anchor a not-for-profit organization, with a goal to encourage the Armed Forces and Security Agencies personnel to save money and help them to achieve their diverse financial goals and meet their living needs and future hopes, by providing them with financial solutions at relaxed terms. In addition to offering different types of banking services and finances, the fund seeks to educate its customers on the available investment opportunities and help them to take deliberate decisions regarding their options and practical aspirations, therefore, the mutual benefit between the fund and beneficiaries is taking precedence over the Fund priorities.   
In order to achieve it’s intended mission, MCF is authorized to:

I. Offer financing products and services based on Islamic Banking principles.

II. Extend financings products and services to the martyr’s families

III. Accept of restricted deposits according to the fund’s bylaws

IV. Invest own and depositors’ funds in various investment venues

V. Offer salary transfer services

VI. Offer payment and collection services

VII. Issue debit and credit cards

VIII. Offer Financial Lease products according to the Financial Lease law.
2. Introduction & Background

MCF invites qualified bidders to submit a proposal to provide, install, deploy, configure, and maintain a (As per the requirements defined within this Request for Proposal “RFP” or “Document”):
1. Hyper-Converged Infrastructure solution to host MCF Applications & Data Center Management Workloads.

2. Traditional Hosting Infrastructure to host Database Workload.

3. Data Center Backup Solution.

4. Next Generation Firewall.

This RFP contains details regarding project scope, project timeline, terms and conditions as well as other relevant details which the bidder needs to consider while responding to this RFP.
The proposed solutions will have to adhere to a set of technical and functional rules and requirements, detailed in the Project scope of work and Technical & Functional Requirements of this Request for Proposal hereunder.

MCF has only one Data Center that hosts all MCF services, connected with its branches and partners through service providers’ infrastructures or internet, the main objective of this RFP is to upgrade hosting resources in current Data Center and build new replicated Data Center for main applications and services to be installed Disaster recovery site. 
3. Submission Guidelines & General Terms/Conditions.
The following submission guidelines & requirements apply to this Request for Proposal (‘RFP’):

1. Only qualified bidders with prior experience on projects such as this should submit proposals in response to this RFP.

2. Bidders must list at least two projects that are similar to this project as part of their response, including references for each. Examples of work should be provided as well.

3. A technical proposal must be provided. This technical proposal must provide an overview of the proposed solution as well as the resumes of all key personnel performing the work. In addition, the technical proposal should provide a proposed schedule and milestones, as applicable.

4. A financial proposal must be provided. This price proposal should indicate the overall fixed price for the project as well as the running, recurring, and/or exceptional costs.
5. Proposals must be signed by a representative that is authorized to commit bidder’s company.

6. If you have a standard set of terms and conditions, please submit them with your proposal. All terms and conditions will be subject to negotiation.

7. Proposals must be received before [Date] to be considered.

8. Proposals must remain valid for a minimum period of 90 days.

9. Bidders wishing to respond to this tender should note that they do so at their own cost.

10. MCF has the right to source the components of the solution from one or multiple bidders to achieve MCF desired target results as best fit MCF needs at MCF sole discretion. 

Bidders Responses Structure:

Bidders are advised to adhere to the following response structure and rules. 

1. One original and one copy of each response should be directly submitted by hand in closed envelopes deposited in the tender box provided at  (………………………………………………..). 

2. Responses should be separated into two sets; Set-A: The Technical Proposal and Set-B: The Financial Proposal. Both of which are clearly marked in sealed envelopes.

3. Each envelope should also carry the bidder's name, contact person details.

4. A soft copy of the responses in an easily accessible format (Word and/or Excel) on a CD should be submitted inside the respected sets..

5. Bid Bank Guarantee or unmarked Bank Certified Cheque issued to the  ( ........................)valid during offer period amounting to 5% of the total financial cost, should be provided as part of the Financial Proposal set. Failure to include the bid guarantee or certified bank cheque will automatically disqualify the bidder.

6. All supporting materials and documentation should be included with the original response. Any submissions received after the original submission date will be rejected as per Tender Board regulation, unless otherwise requested and exceptionally approved by the Head of the Higher Bid Committee.

7. All Tender and supplement documents should be page numbered. 
8. Prices must be quoted in terms of Jordanian Dinar without sales tax, and must be itemized.
9. MCF purchases are exempt from all customs duties, sales taxes, and any other fees or governmental returns.

10. The successful bidder undertakes to pay stamp fees at a value of six thousand of the total contract values.

11. The bidder is committed to provide datasheets for the proposed solutions.

12. The bidder must provide proof of its ability to perform after-sales maintenance and provide MCF with the qualifications of the technical staff to maintain the system and their experience in implementing such projects.

13. Bidders seeking clarifications, or more information might do so in writing. All such requests to be sent by email to (.....................)., MCF will timely respond to 
the clarifications, however, lack of response does not qualify the bidder for more time in responding to the bid.

General clarifications responses (if it does not reveal any trade secrets or special tenderer feature) might be accumulated and shared with all bidders, with no indication of the source of the clarification.

14. Solutions design and onsite Implementation shall be provided by the Manufacturer and/or authorized Partner.

15. The Bidder shall provide a single point of support for the solution provided. All deployed system configurations shall be fully supported to accelerate problem resolution. This service support shall be 24 hours a day, 365 days a year.

16. The Bidder should provide compliance sheets for all RFP Requirements including technical (marked on submitted datasheets), financial, project scope, and general terms/conditions. 
17. Installation, implementation, and configuration for (hardware and Software) in the MCF designated location(s) and according to MCF requirements & design.

18. Migrate all configurations from the old appliance, Server, and software to the installed device or system where applicable. 

19. Warranty and Support for 3 years for part one, two and three, and one year for part four.
20. The latest software images should be installed by the delivery date and any future software update should be installed during the warranty period without any additional cost.

21. The bidder must handle all Project Management tasks and provide a detailed project plan that shall address clearly the following main subjects: - Tasks, duration, milestones, dependencies, recourses, design, delivery, installation of items, transition, implementation, as-built document, and testing procedure.

22. Installation & Support should be carried out by certified Engineers (proved by delivering C.V and expertise for the design & implementation team in the technical proposal).

23. Hands-on and (OJT) On Job Training on the new system by Qualified & Certified Engineers. 

24. The Bidder should be at a high level of Partnership status (proven by a current certificate from the main vendors). 

25. The bidders are committed to providing MCF with spare parts for a period of ten years in return for the price according to the prevailing market rates at the time.

26. The Bidders shall warrant that the supplies are new, unused, of the most recent models and incorporate all recent improvements in design and materials. The bidders shall further warrant that none of the supplies have any defect arising from design, materials, or workmanship. This warranty or license activation starts from the date of provisional acceptance and shall remain valid for 3 Years for part one, two and three, and one year for part four. 

27. All the needed proofing documents should be attached to the technical proposal.
4. Project Description and Scope.
The Project has been divided into Four Main parts as the following:
1.1. Part One: Hyper-Converged Infrastructure solution
The Bidder for this part should provide, install, deploy, configure, and maintain a HCI solution, along with the complete solution, bidders are requested to propose complete hardware, software bill of quantities and prices followed by a partner or principal vendor design and implementation services for successful deployment in shortest possible timeframe leveraging single instance Validated Designs and automation tools to speed the process. 

This bidder should put forth a design and build for greenfield ICT infrastructure that will support MCF's current mission and future growth. 
1.2. Part Two: Traditional Hosting Infrastructure. 

The Bidder for this part should provide, install, deploy, configure, and maintain two Intel-based physical Server and Storage Appliance to be installed in the Main Data Center site that is connected through two SAN switches delivered by MCF (EMC DS-6505R-P), and One Intel-based physical Server with local Hard Disk Storage to be installed in the DR Site.

1.3. Part Three: Backup Solution.

The bidder for this part shall provide, install, deploy, configure, and maintain Backup Solution in Main Data Center that will be installed in a separate network to serve all hosted services.
1.4. Part Four: Next Generation Firewall.

The Bidder for this part should provide, install, deploy, configure, and maintain two Next Generation Firewall to be installed in the Main Data Center site between the data center servers (ToR) and the MCF cisco core switches.
2. Project Timelines
The Request for Proposal timeline is as follows:

	Request for Proposal Issuance
	Date

	Final Submission of Queries 
	Date

	Submission of Bids Deadline
	Date


3. Technical & Functional Requirements
The offer should be complete and full solution, any missing hardware, software, cables, and licenses should be provided.
3.1. Part One: Hyper-Converged Infrastructure Solution 
6.1.1 Solution Architecture 

MCF needs to build two data centers in active/passive architecture whereby the failover process is automated and orchestrated, the two data centers are connected via a WAN link (100Mbps). 

6.1.2 Software Specifications

All the Software proposed in this section shall have a Perpetual Licensing model with a minimum of 3-year software support included, The Solution should meet all points listed hereby & support all of the following requirements.
6.1.3 Hyper-Converged Infrastructure Hardware Specification 

6.1.3.1 HCI Nodes
The Minimum required Hardware Specification for computing & Storage power in the main site and DR site:
	Items per Node / Site 
	Main Data Center 
	DR Data Center 

	Servers Brand 
	Country of origin: America's / Europe 

	General
	The proposed solution must combine virtualization, compute, storage, and management, with a single point of support for the hardware & software. Hypervisor and Software defined storage must be ready node or Engineered system.

	Number of nodes
	6 All Flash Nodes/ one Cluster
	4 All Flash Nodes / one Cluster

	
	Each node should be an independent and separate rack mount form factor. The nodes should not share the chassis, enclosure, power supplies, network.

	CPU Sockets 
	Support Up to Two CPU Sockets.

	CPU 
	1 x Intel Xeon Gold 6338N (2.2GHz, 32-cores).

	Memory 
	256GB (8 x 32), latest speed.

	Storage  
	· Min 2x480GB NVMe or M.2 Boot drive.

· Cache Tier: Min 2 x 800GB SAS Mixed Use SSD.

· Capacity Tier: 6 x 1.92TB SATA Read Intensive SSD.

· 10 disk bay per node.
	· Min 2x480GB NVMe or M.2 Boot drive.

· Cache Tier: Min 2 x 800GB SAS Mixed Use SSD.

· Capacity Tier: 4 x 3.84TB SATA Read Intensive SSD.

· 10 disk bay per node.

	Network Ports
	· Total 8x10 Gb/s BASE-T ports using two NIC controllers.

1x1 Gbe for management.

	Hypervisor
	VMware vSphere latest version, with the 3 years 24x7 Support licenses:

· VMware vSphere Enterprise Plus Licenses for ALL CPU Sockets.

· vCenter Server Standard License for each cluster in the main & DR site.

· vRealize log insight for All CPUs in the cluster (Main and DR)

	Storage Virtualization (Software Defined Storage Layer)
	· Provide Central Cluster-aware Storage for all Virtual Hosts.

· Storage Policy-Based Management per virtual disk file or per virtual machine.

· Read / Write SSD Caching provided.

· Support for a variety of Fault Tolerance options based on virtual machine requirements.

· Virtual Storage Snapshots & Clones.

· Rack Awareness.

· Deduplication & Compression must be supported and licensed.

· RAID-5/6 Erasure Coding supported and licensed.

· Block Access for external hosts (iSCSI).

· Should support Live-Migration and High-Availability for Virtual Machines.

· Support for Quality of Service for rate limiting by IOPS each virtual disk.

· Integration and complete support of Hyperconverged solution with external FC based storage solution within the same server platform (hypervisor).

· Minimum vSAN Advanced license is required.


	Items per Node / Site 
	Main Data Center 
	DR Data Center 

	Replication software and Orchestration 
	· Solution should include continuous data protection for workloads.

· Solution should be able to provide application consistent point in time copies for workloads with optimal RPO/RTO.

· Solution should be able to replicate Virtual machines in groups for the full application stacks, to make sure all are being replicated with the right time stamps.

· The solution should be able to orchestrate the VM restoration at the HA site, to a have an automated Disaster recovery process, where the solution can control the sequence of VMs being activated within the same replication group. (3rd party is accepted).

· The solution should provide any-point-in-time recovery .

	Management
	· The solution must provide One click upgrade which must include (Upgrades and fixes of both hardware & Software stacks).

· System must have centralized management platform topology.

· Ability to manage the storage system through policies, LUNs, and RAID groups, etc.

	Scalability
	· The solution must be able to add new nodes to join an existing cluster, up to 64 nodes in a single cluster

	Cables
	Winning Bidder should provide all the required cables and all power connectors for the solution.

	Licenses
	Winning Bidder should provide all the required licenses for the solution from day one.

	Form Factor 
	1U Rack mounted with and all accessories needed to install servers in the cabinet.

	Power Supply & Fan 
	Dual, Hot-plug, Redundant Power Supply & Redundant Fan’s.

	Support 
	Official Warranty & Support from HW Manufacturer for 24x7, onsite including labor & Spare parts.


6.1.3.2 Datacenter Switches
The proposed solution should have Two Redundant Top of the Rack switches and preferred to be the same HCI Node vendor connected with each HCI node 48X10G link and 2X40G Uplink to connect with MCF network

Also, Top of the Rack switch will be installed in the DR site connected with each HCI node with a 2X10G link and have 2X1G to Connect with the Gateway Device of Data Center
	Item/Site
	Main Data Center (QTY 2)
	DR Data Center (QTY 1)

	Form Factor
	1U 19” Rack mounted
	1U 19” Rack mounted

	Ports
	Minimum 48 X10G Base-T
	Minimum 48 X10G Base-T

	Uplink
	Minimum 2xQSFP+ 40G
	Minimum 2xQSFP+ 40G

	Transceiver
	2x40 GE QSFP+ Transceiver
	2x40 GE QSFP+ Transceiver

	Throughput
	Minimum200Mpps.
	Minimum 1200Mpps.

	Switching Capacity
	Minimum 1.76Tb full duplex
	Minimum 1.76Tb full duplex

	Power & Fan
	Redundant Fans and redundant active/active AC power supplies.
	Redundant Fans and redundant active/active AC power supplies.

	Supported Features
	· Layer 3 routing.

· In-service software upgrades.

· Non-blocking backplane.
	· Layer 3 routing.

· In-service software upgrades.

· Non-blocking backplane.

	Cabling
	All integration elements including cables, connectors, adapters, media converters, transceivers, and other hardware or software elements including licensing required to realize the proposed solution must be offered as part of the solution.

	Warranty, Support
	Official Warranty & Support from HW Manufacturer for 3 Years,
onsite including labor & Spare parts.


6.1.4 Training: 
The following training courses should be conducted in certified training center.  the bidder will have to provide the course outline, name of certified training center and its location and overall expenses including exam expenses
	Training Course
	Course Duration
	Participants


	VMware vSphere: Install, Configure, Manage [V7]
	5 Days
	2

	VMware vSAN: Deploy and Manage [V6.7]
	3 Days
	2


3.2. Part Two: Traditional Hosting Infrastructure
6.2.1 Minimum Specifications for Physical Servers for both sites.  
	Items per server / Site 
	Main Data Center 
	DR Data Center 

	Servers Brand 
	Country of origin: America / Europe. 

	# Of Physical servers 
	2
	1

	CPU Sockets 
	Support Up to Two Socket One Socket is installed.
	Support Up to Two Socket One Socket is installed.

	CPU 
	Intel Xeon Gold 6334 (3.6G, 8C/16T).
	Intel Xeon Gold 6334 (3.6G, 8C/16T).

	Memory 
	256GB 8X32 RDIMM, 3200MT/s, Dual Rank, Support Min 32 DDR4 DIMM Slots.
	256GB 8X32 RDIMM, 3200MT/s, Dual Rank, Support Min 32DDR4 DIMM Slots.

	Capacity Drives 
	Supports Minimum 8 Hard drives.

2x 480GB SSD SATA 6 Gbps 512e 2.5in. Hot-plug.

RAID controller with 2GB cache Support RAID 0/1 /5.
	Supports Minimum 8 Hard drives

3 x 3.84TB SSD SATA 6 Gbps 512 2.5in. Hot-plug 

RAID controller with 2GB cache Support RAID 0/1 /5.

	Network 
	4 x 10Gb Base-T.

2 Ports 16G Fiber channel HBA.


	4 x 10Gb Base-T.

2 Ports 16G Fiber Channel HBA. 


	Transceiver
	4x16G FC Transceiver (for server’s fiber channel HBA).

 

	Ports / slots 
	4 USB, VGA, Minimum 1 PCIe slots for single CPU and 3 PCIe slots for Dual CPUs.

	Power Supply & Fan per Node 
	220–250 VAC / 50Hz Redundant Hot-Pluggable Power supply, Hot-plug redundant fans, enough cooling dissipation designed to enable working continuously (24 /7) without overheating.

	Form Factor 
	1U Rack mounted with and all accessories needed to install servers in the cabinet.

	Support 
	3 Years warranty (24X7X4 vendor support) parts and Labor on Site. Hardware replacement Next business day.

	Cabling
	All Required cables and transceivers for this project should be provided.

	Support OS
	Windows Server 2016, Windows Server 2019, VMWARE vSphere, SUSE Linux, ORACLE KVM, Red Hat Enterprise Linux, Oracle Linux.


6.2.2 Minimum Specification for Main Data Center SAN Storage Appliance.
	Features
	Minimum Required Specification

	Appliance Brand
	Country of origin: America's /Europe.

	Global Recognition
	The vender should be listed in the LEADERS Magic Quadrant for Primary storage in 2021. 

Prefer to be the same brand as servers in section 7.2.1.

	Storage Type
	Mid-Range Enterprise Storage. 

	Host Connectivity
	FC, 10 Gbe Ethernet.

	Storage Architecture 
	· All flash storage Architecture.

· Block protocol FC, ISCSI to be enabled from day one.

· No single point of failure for all storage components.

· Support FC/ISCSI to servers without SAN switch.

	Type
	Rack industry-standard rack.

	Storage Controllers
	Two Active/Active Controller. Each controller has Dual CPU with sufficient number of cores per array.

	System memory (cache) per controller
	Minimum 64 GB per controller.

	Host Interface
	12x16 Gb/s Fiber Channel (FC), 4 port 10GB Ethernet Base-T.

	Transceiver
	4x16G FC Transceiver.

	Operating System
	Heterogeneous OS Microsoft Windows, Solaris and AIX, Linux, ORACLE KVM, Oracle Linux.

	Active Feature and licensed
	All the below licenses should be licensed and included for the maximum capacity of the storage proposed:

· eplication (Sync/Async)R

· Snapshot and clone

· QOS quality of service 

· Data-at-Rest Encryption 

· Thin provisioning  

· Deduplication and compression.

	Support Drive
	SSD Storage should be All-Flash architecture. 

	Back End Connectivity 
	12 Gb/s SAS.

	Required usable Capacity.
	Minimum 11 TiB usable capacity without deduplication or compression.

	Raid Support
	RAID 5 or RAID 6.

	Online Data Migration
	Ability to perform Non-Disruptive Online Data migration among different storage pools internally without affecting/disrupting the production environment.

	Cables 
	All Required cables and transceivers for this project should be provided.

	Manageability
	· Web or GUI based Management software supporting local and remote administration.

· The management software should provide the capability to manage the storage array. 

	License
	· The license should include support for Active clusters on UNIX, Windows, Linux, and VMware Storage system must be ready to connect to the maximum number of hosts supported by the storage.

	others
	- The proposed storage solution should have full redundancy and have no single point of failure.

-the proposed storage to support up to 144 Disks. 

-the proposed storage to support direct-attached host for FC and iSCSI.

- The storage system should support de-staging cache data to disk in case of power failure.

- The proposed system should have battery backed-cache.

-bidder should fill compliance sheet.

-Bidder should have 2 certified Engineers on the Storage and provide certificates in his proposal.


3.3. Part Three: Backup Solution 
6.3.1 Backup Software and Backup Appliance 
	Features
	Minimum Required Specification

	General
	The solution should include backup software, appliance, and server (if needed).

	Backup Software
	leader's quadrant of the latest Gartner Magic Quadrant report for Backup Software.

	Appliance Architecture
	No Single Point of Failure Architecture, the appliance should be designed for Backup purposes; general usage storage Arrays are not accepted, Integrated backup appliance which combine software and hardware together are accepted

	license
	Full licensing should be provided for all work type including deduplication and replication.

	Connectivity
	Should work over LAN and FC network, SAS-2(to connect backup appliance with existing tape library (SUN STORAGETEK SL150 )

	Deduplication
	Deduplication support on the entire system on all domains Globally.

	Appliance Capacity
	Minimum of 28TB usable capacity before deduplication. and expandable up to minimum 100 TB usable capacity by adding license / disks only

	Host Interface
	Min. 2x 16Gb/s FC

Min. 2 x10GB Base-T.

	RAID Support
	Raid5 or RAID6 and Spare disks

	Encryption
	Encryption License to be provided for rested and replicated data to be included. Minimal accepted throughput (after deduplication) is 20 TB/hr

	Data Integrity
	The Backup Appliance should have the ability to perform self-healing mechanisms automatically to avoid any data inconsistencies.

	Protocols
	 CIFS, NFS and NDMP.

	BW Requirement
	The solution should have minimal BW on the network/LAN (License to be provided if available).

	Retention Lock
	Software that prevents files from being modified or deleted for a user-defined retention period.

	Integration
	Backup appliance should integrate with all major backup software players such as Veeam, and DellEMC networker, and Veritas NetBackup.

	Form Factor 
	Rack mounted with and all accessories needed to install in the cabinet.

	Cables
	All Required cables and transceivers for this project should be provided.


6.3.2 Backup Server (If needed) (QTY 1).
	Feature
	Minimum Specifications

	Processor
	2x Intel Xeon Silver 4208 (2.1Ghz, 8 Core, 11 MB L3 Cache).

	Memory
	16 GB, DDR4 3200MT.

	Storage 
	2 X 480 GB SSD SATA 2.5in hot-plug hard drives (Up To 8 H.D.D).

	Fault tolerance 
	RAID controllers support 0,1,5,6 With 2GB Cache. 

	Networking
	· 4 X 10Gb. 

· 2 X 16Gb Fiber Channel HBA. 

· SAS-2(to connect backup appliance with existing tape library (SUN STORAGETEK SL150 )

	Interfaces
	VGA, 2USB ports.

	Power
	· Two AC hot-pluggable power supply and cooling fans (220V/50Hz).

· Hot-plug redundant power.

	Support OS
	Windows Server 2016-2019, VMWARE vSphere, SUSE Linux, ORACLE KVM, Red Hat Enterprise Linux, Oracle Linux.

	Form factor
	Rack With rack mounted kit.

	Warranty
	3-years warranty including labor and spare parts.


3.4. Part Four: Next Generation Firewall (QTY 2).

	Item
	Description

	Appliance Brand
	Country of origin: America's /Europe.

	Global Recognition
	The vender should be listed in the latest LEADERS Magic Quadrant for Next Generation Firewall. 



	Firewall Type
	High-End or Datacenter Firewall.

	Minimum Throughput
	Firewall (40 Gbps), IPS (10 Gbps), NGFW (9 Gbps), Threat Protection (7 Gbps).

	Interfaces (Minimum)
	2x 40 GE QSFP+ Slots.

4x 25 GE SFP28 / 10 GE SFP+ / GE SFP Slots.

4x 10 GE SFP+ Slots / GE SFP Slots.

8x GE SFP Slots.

16x GE RJ45 Ports.

1x Console

1x HA Port

1x Management

	Power Supply
	Redundant Power supply.

	Subscriptions
	Full license include (IPS, Threat Prevention, URL Filtering,….)

	Warranty & Support
	Hardware and Software 24x7 support.

	Transceiver
	4 x 40 GE QSFP+ transceiver module, short range for all systems with QSFP+ slots.

8 x 10 GE SFP+ transceiver module, short range for all systems with SFP+ and SFP/SFP+ slots

	Form Factor 
	Rack mounted with and all accessories needed to install in the cabinet.

	Cables
	All Required cables and transceivers for this project should be provided.


	Item
	Description
	QTY

	10GE SFP+ Transceiver Module
	10 GE SFP+ transceiver module for Cisco core switch C9500-24Y4C-A will be connected to 10GE SFP+ Firewall.
	8



